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BIZE. Acquiring fine motor skills with the non-dominant hand in a short period is advantageous but often

difficult. In this research, we explored the effects of inverted visual feedback using a traditional mirror-

based method and a new mixed reality-based approach. Through studies with different visual information

requirements, we gained valuable insights into the influence of visual information and cognitive load. The
positive results of mixed reality on skill acquisition indicate numerous potential applications.

1 Introduction

Acquiring non-dominant hand (NDH) skills is
challenging, especially when the dominant hand
(DH) is injured or for tasks requiring bilateral co-
ordination. Traditional methods, including pro-
fessional training with specialized equipment, are
effective but typically require extended time, lim-
iting their utility for rapid skill acquisition [6,7].

Recent advances in Virtual Reality (VR) and
Mixed Reality (XR) show potential for NDH train-
ing by replacing physical objects with virtual
ones, providing greater flexibility and accessibil-
ity [1,4,5]. However, existing XR methods often
lack the immediacy needed for short-term skill
development. Visual feedback has been exten-
sively studied for enhancing upper limb perfor-
mance [3,8]. While mirror therapy is effective for
short-term skill acquisition, its reliance on phys-
ical mirrors can be impractical and cognitively
demanding due to fixed positioning [9-12].

This study compares XR-based visual feed-
back with traditional mirror-based methods for
NDH skill acquisition, examining whether XR’s
flexibility offers a distinct advantage and how
various tasks impact NDH dexterity.

2 System Design
2.1 System Setup

To examine whether an XR environment can
replicate the benefits of a physical mirror for ac-
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quiring NDH skills, we developed an XR system
featuring a horizontally inverted view. The ex-
ternal webcam provides a real-time video feed
that is inverted in Unity and displayed on the
head-mounted display (HMD) of the Meta Quest
3. It allows participants to perceive their sur-
roundings in a flipped view, mimicking the visual
effect of a physical mirror (Figure 1).

For baseline performance, we used a plane mir-
ror to achieve a similar inverted view while keep-
ing the training hand out of direct sight (Figure
2). Participants adjusted the position of their
inverted hand for comfort with the help of the
experimenter prior to the training session.

Participant’s view

Overview

Figure 1. Setup for the XR group.

Overview Participant’s view

Figure 2. Setup for the mirror group.
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2.2 Task and Procedure

We designed two tasks to assess fine motor
skills under varying visual demands. Task 1 in-
volved a ball-rotation task [8], where participants
rotated two plastic balls on their palm for one
minute. The number of ball rotations was counted
to establish a baseline with their left hand. They
completed ten one-minute trials with their right
hand. Seven participants received XR feedback,
while eight had mirror feedback. Finally, partic-
ipants performed the task again with their left
hand to assess performance changes (Figure 3).

Task 2 required participants to transfer 10 beans

with chopsticks from a container 20 centimeters
away, following the Chopstick Manipulation Test

(CMT) [2]. They performed pre- and post-training

assessments with their left hand and completed
five trials with their right hand, with one-minute
rests in between. Six participants received XR
feedback, while six received mirror feedback. We
measured the completion time of the task to as-
sess the changes in performance (Figure 4).
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Figure 3. Experimental design for Task 1.

3 Results

For Task 1, both groups showed significant im-
provements in NDH: the XR group improved by
9.00 £ 2.39 rpm (p = 0.016), and the mirror
group improved by 11.00 £ 1.34 rpm (p = 0.008).
There was no significant difference in the amount
of improvement between the groups (p = 0.602),
but the XR group exhibited greater variability
(Figure 5A). Furthermore, the ball drop counts
were significantly higher in the mirror group dur-
ing training (XR: 2.16 £ 1.05 times; Mirror: 9.63
£ 3.31 times, p = 0.022) (Figure 5B).
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Figure 4. Experimental design for Task 2.

For Task 2, the XR group improved by 13.50
£ 7.61 seconds (p = 0.156), while the mirror
group improved by 16.67 * 2.74 seconds (p =
0.031). The XR group showed greater variation
in improvement (Figure 5C).
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Figure 5. Quantitative results.

4 Conclusion

Both XR-based and mirror-based visual feed-
back improved untrained hand dexterity, regard-
less of the task’s visual demands. While overall
performance gains were similar, the XR group
showed more individual variation, likely due to
differing levels of system acceptance. The ad-
justable observation angles in XR allowed for
better hand visualization, and the freedom of
hand and head positioning contributed to a more
comfortable posture. These findings highlight
XR’s potential in motor skill learning. Future
research will address current limitations to de-
velop more versatile XR systems for a broader
range of tasks.
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